
This article was downloaded by: [United States Military Academy]
On: 12 November 2011, At: 05:35
Publisher: Taylor & Francis
Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered
office: Mortimer House, 37-41 Mortimer Street, London W1T 3JH, UK

Theoretical Issues in Ergonomics
Science
Publication details, including instructions for authors and
subscription information:
http://www.tandfonline.com/loi/ttie20

Understanding reliance on automation:
effects of error type, error
distribution, age and experience
Julian Sanchez a , Wendy A. Rogers b , Arthur D. Fisk b & Ericka
Rovira c
a Medtronic, 976 Hardwood Avenue, Shoreview, MN 55126, USA
b Georgia Institute of Technology, Atlanta, GA, USA
c US Military Academy, West Point, NY, USA

Available online: 15 Sep 2011

To cite this article: Julian Sanchez, Wendy A. Rogers, Arthur D. Fisk & Ericka Rovira (2011):
Understanding reliance on automation: effects of error type, error distribution, age and
experience, Theoretical Issues in Ergonomics Science, DOI:10.1080/1463922X.2011.611269

To link to this article:  http://dx.doi.org/10.1080/1463922X.2011.611269

PLEASE SCROLL DOWN FOR ARTICLE

Full terms and conditions of use: http://www.tandfonline.com/page/terms-and-
conditions

This article may be used for research, teaching, and private study purposes. Any
substantial or systematic reproduction, redistribution, reselling, loan, sub-licensing,
systematic supply, or distribution in any form to anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation
that the contents will be complete or accurate or up to date. The accuracy of any
instructions, formulae, and drug doses should be independently verified with primary
sources. The publisher shall not be liable for any loss, actions, claims, proceedings,
demand, or costs or damages whatsoever or howsoever caused arising directly or
indirectly in connection with or arising out of the use of this material.

http://www.tandfonline.com/loi/ttie20
http://dx.doi.org/10.1080/1463922X.2011.611269
http://www.tandfonline.com/page/terms-and-conditions
http://www.tandfonline.com/page/terms-and-conditions


Theoretical Issues in Ergonomics Science
2011, 1–27, iFirst

Understanding reliance on automation: effects of error type,

error distribution, age and experience

Julian Sancheza*, Wendy A. Rogersb, Arthur D. Fiskb and Ericka Rovirac

aMedtronic, 976 Hardwood Avenue, Shoreview, MN 55126, USA; bGeorgia Institute of
Technology, Atlanta, GA, USA; cUS Military Academy, West Point, NY, USA

(Received 23 February 2011; final version received 14 July 2011)

An obstacle detection task supported by ‘imperfect’ automation was used with the
goal of understanding the effects of automation error types and age on
automation reliance. Sixty younger and sixty older adults interacted with a
multi-task simulation of an agricultural vehicle (i.e. a virtual harvesting combine).
The simulator included an obstacle detection task and a fully manual tracking
task. A micro-level analysis provided insight into the way reliance patterns change
over time. The results indicated that there are distinct patterns of reliance that
develop as a function of error type. A prevalence of automation false alarms led
participants to under-rely on the automation during alarm states while over-
relying on it during non-alarm states. Conversely, a prevalence of automation
misses led participants to over-rely on automated alarms and under-rely on the
automation during non-alarm states. Older adults adjusted their behaviour
according to the characteristics of the automation similar to younger adults,
although it took them longer to do so. The results of this study suggest that the
relationship between automation reliability and reliance depends on the preva-
lence of specific errors and on the state of the system. Understanding the effects of
automation detection criterion settings on human–automation interaction can
help designers of automated systems to make predictions about human behaviour
and system performance as a function of the characteristics of the automation.

Keywords: trust; automation; reliance; compliance; agricultural

1. Introduction

During unexpected circumstances, when automated systems are most likely to behave
unreliably, an operator is still expected to act as a backup to detect failure events and act
appropriately to avoid a system error. Therefore, when attempting to increase the
performance of a human–automation system, increasing the reliability of the automated
component is necessary but not sufficient. A crucial component to design of a successful
human–automation system hinges on understanding and predicting human behaviour in
an automated environment. The objective of these studies was to understand the variables
that influence reliance on automation: namely, error type, error distribution, age and
domain experience. While these factors have been investigated independently, they have
yet to be weaved together into a cohesive research design. For instance, how does the
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dependence on different types of automation imperfections (e.g. miss versus false alarms)
vary as a function of age? Or is there a distinction between how novices versus individuals
with domain experience interact with different types of automation imperfections? Most
importantly, these factors jointly investigated the benefit from a micro-level analysis
enabling an understanding of how reliance is developed over time.

2. Distribution of errors

To understand how individuals accumulate evidence about the automation’s reliability
across time and how behaviour is subsequently affected, it is critical to analyse this issue at
a micro-level, where changes in behaviour in small epochs of time can be observed. Ideally,
all events – correct or incorrect – would be weighted equally, which would facilitate
predictions about behaviour associated with the use of automated decision support
systems. However, it is likely that the weight assigned to each event changes as a function
of experience with the system and the frequency of errors within a specific time. One
reason why the weight assigned to each event can change is that the actual reliability of the
system changes with each event and with time.

In studies investigating the effects of automation reliability on behaviour
(Parasuraman et al. 1993, Bliss et al. 1995, Wiegmann et al. 2001, Rovira et al. 2002,
St. John and Manes 2002, Vries et al. 2003, Maltz and Shinar 2004, Sanchez et al. 2004),
reliability was manipulated by changing the overall error rate of the automation. However,
none of the aforementioned studies analysed behaviour as a function of the distribution of
automation errors across the experimental session. Differences in reliance on automation
may be a result of initial instructions and practice with imperfect support tools (Wickens
and Xu 2002). Therefore, we investigated performance with errors distributed in the first
half, second half and throughout the experiment. We were interested if, after some
exposure to the automation, varying the distribution of automation errors across time
would lead to differences.

Wickens and Xu (2002) argued that the first automation failure results in a more
pronounced drop of trust and reliance on the automation than subsequent failures.
Limited evidence supports the existence of the ‘first failure effect’ and its impact on
human–automation interaction (for evidence of the first failure effect, see Molloy and
Parasuraman 1996, Rovira et al. 2007; for evidence against it, see Wickens et al. 2002).
Nonetheless, the first failure effect suggests that the location of errors in time is an
important component in human–automation interaction. Therefore, we were curious, if,
following exposure to imperfect automation, the introduction of an exception error
(an automation error of a different type than previously experienced) would induce the
first failure effect. Therefore, a more detailed description of the types of automation errors
will be provided.

3. Type of automation error

A limited amount of research has specifically compared the differential effects of false
alarms and misses on human behaviour and overall system performance. Gupta et al.
(2001) compared the effects of false alarms and misses of an adverse condition warning
system in a driving simulator. The threshold used to generate an auditory alarm was
manipulated to either generate a high or a low number of false alarms relative to the
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number of misses. True alarms were meant to notify the driver of upcoming skids. It is
worth noting that a false alarm in this study was defined as an alarm that sounded much
sooner than necessary, whereas a miss was defined as an alarm that sounded, but was too
late to allow operators to react in a safe and timely fashion. Therefore, from a signal
detection theory (SDT; Green and Sweets 1966) perspective, there were no true
automation false alarms or misses; rather, false alarms were early alarms and misses
late alarms. A pure automation false alarm would have consisted of a skid warning in the
absence of conditions that would have led to a skid, and a pure automation miss would
have consisted of a failure by the automation to provide a warning in the presence of
skidding conditions. The results of Gupta et al. (2001) suggest that the condition with a
higher false alarm (early) rate led to lower levels of subjective trust on the automation than
the condition with a high miss (late alarm) rate. This finding is consistent with the
suggestion that the nuisance associated with false alarms leads to lower levels of subjective
trust relative to misses (Breznitz 1984).

In another driving study, Cotte et al. (2001) manipulated the criterion of a collision
detection system, while holding the sensitivity of the system constant. In this study, misses
by the automation meant that no alarm was generated in the presence of an obstacle,
whereas false alarms occurred when the alarm became active in the absence of an obstacle.
In the condition with high false alarm rates, the average driving speed was significantly
faster than in the high miss rate condition. This difference in driving speed increased
throughout the experimental session. These results suggest that drivers in the high false
alarm rate condition became aware that while the system was likely to generate false
alarms it would not miss much; therefore, they could increase their driving speed with a
high degree of confidence that if an obstacle appeared the system would not miss it.
Conversely, the slower driving behaviour by participants in the high miss rate condition
suggests that they adopted a more conservative behaviour as a function of the
automation’s criterion.

Because the actual and perceived costs of false alarms and misses can vary greatly, it is
worth noting that neither Gupta et al. (2001) nor Cotte et al. (2001) provided participants
with an explicit pay-off structure associated with the task. The pay-off structure could
considerably influence the effect that each error type has on behaviour. For example, if the
cost of an error is high (e.g. missile detection system), even with a high false alarm rate,
operators will likely verify all alarms instead of responding to some and ignoring others.
Conversely, if there is no high cost associated with errors (e.g. browsing to a ‘non-secure’
website), operators might be more likely to ignore most alarms, whether true or false.
Contrary to the findings of Gupta et al. and Cotte et al., Maltz and Shinar (2004) found
that false alarms of collision avoidance systems do cause drivers to slow down
unnecessarily, whereas high miss rates do not demonstrate a significant change in
driving behaviour.

In a study that did equate the outcome cost of false alarms and misses, Lehto et al.
(2000) used a decision aid that notified drivers when it was safe to pass a vehicle.
Participants were rewarded $0.20 for successfully passing and penalised $0.10 for unsafe
passing attempts and missed passing opportunities. Their results indicated that a high false
alarm rate was more detrimental to performance (measured in monetary earnings) than a
system with no false alarms and a few misses. However, in this study, the criterion of the
system was confounded by the sensitivity of the decision aid, which means that
the condition with no false alarms had a higher level of reliability than the condition
with the high false alarm rate (�90% and �70%, respectively). This disparity in the
sensitivity of the decision aid across conditions makes any conclusions about differences in
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behaviour a function of error type difficult to discern. Furthermore, direct measures of

reliance and subjective trust were not reported.
In a study by Dixon and Wickens (2003), error type was manipulated in an unmanned

aerial vehicle simulation. In this multi-task environment, participants were required to

detect system failures (visible in a gauges display) with the assistance of an automated
alarm while performing a tracking task and a target search task. Their experiment included

conditions in which the automation was 100% reliable, 67% reliable (all misses), 67%

reliable (all false alarms) and a control group with no automation. In this study, the 100%

reliable automation improved performance across all tasks relative to the no automation

condition. For the 67% reliable conditions, detection of system failures was worse in the

false-alarm condition than in the miss condition, suggesting that participants experiencing

all false alarms began to ignore most of the alarms, therefore missing a considerable

number of system failures.
Dixon and Wickens (2003) also found that in the miss condition, performance in one of

the concurrent tasks (identifying targets of opportunity) was significantly lower than that

in the false-alarm condition. This effect of error type on concurrent task performance

suggests that participants in the miss condition were paying more attention to the gauges

and they neglected some of the concurrent tasks. It also suggests that, because the

participants in the miss condition had to monitor the gauges more often, the level of

workload in this condition might have been higher.
In an extension of the 2003 study, Dixon and Wickens (2004) used a similar task. They

included a mostly miss condition (3 misses, 1 false alarm), a mostly false-alarm condition

(3 false alarms, 1 misses) and a balanced condition (1 miss, 1 false alarm). One of the more

compelling findings in this study was that the average reaction time to respond to alarms

was significantly lower in the mostly miss condition than in the mostly false-alarm

condition. This difference suggests that participants in the mostly miss condition reacted to

alarms without verifying whether they were going to make the right choice or not, whereas

participants in the mostly false-alarm condition verified the alarm before correcting the

failure. Again, these results suggest a difference in the way operators monitor an
automated aid as a function of prevalence of automation error type.

The subjective trust ratings in the Dixon and Wickens (2004) study did not differ as a

function of prevalence of automation error type and were fairly close to the actual

reliability of the automation. However, in this study, participants were informed a priori

about the range of reliability levels and about the criterion setting of the automation. This

information, in part, may have influenced participants’ behaviour and subjective

assessments. Furthermore, the authors did not report whether the different patterns of

behaviour as a result of error type were evident from the onset of the experiment or if they
developed as a result of experience.

The efforts of Dixon and Wickens (2003, 2004) suggest that each type of automation

error affects the way attention is allocated in multi-task environments where verification

information is available. However, the measures used in their studies did not directly

assess the monitoring behaviour associated with the automation-supported task.

Rather, assumptions about where attention was allocated were made by examining the

performance across various tasks. A similar criticism can be made of the driving

simulator experiments, where inferences about the allocation of attention were made by

examining speed control, but no direct evidence of different monitoring behaviours as a

function of error type was offered (Cotte et al. 2001, Gupta et al. 2001, Maltz and

Shinar 2004).
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4. Age-related factors in human–automation interaction

The pervasive use of technology in a variety of everyday tasks as well as the workplace
demonstrates the need from both a safety and practical perspective to understand how

older adults interact with automation. Additionally, as a result of the ageing of the baby
boomers, the proportion of the population in the US aged 65 or older is projected to

increase from roughly 12% in 2000 to 19% in 2030 (CDC 2003). While changes in
cognition that result from normal cognitive ageing have been examined extensively in

research that compares the performance between young and older adults on basic
psychological tasks in the lab, there are far less known studies about older adult

interaction with automation. Age-related performance declines in divided attention, task

switching, processing speeds and working memory (Craik and Salthouse 1992, McDowd
and Shaw 2000) may have implications for older adult interaction with automation. For

instance, does memory decrement impact older adults ability to accurately update their
knowledge of the automation’s reliability?

Alternatively, some have suggested that the acceptance and likelihood of using new

technologies decrease with age (Kantowitz et al. 1993). More recently, research has
demonstrated that older adults tend to have a positive attitude towards technology but

underutilise smart technology because they lack perceived need, lack knowledge of devices
and perceive the cost to be prohibitive (Mann et al. 2007). This occurs even when older

adults likely need assistive technologies. Understanding how automation usage differs as a
function of age is critical towards ensuring that older adults benefit from support of

technology.
In a study of visual detection in a luggage screening task, McCarley et al. (2003) found

that younger adults benefited from an automated aid by increasing their sensitivity relative

to the non-automated condition. However, older adults’ detection sensitivity did not
increase with the presence of the automated aid. Interestingly, the perceived reliability

estimates did not differ as a function of age. This study showed that even when both
younger and older adults’ perceived reliability estimates were similar, there were still

differences in how the two groups used the automation. Most recently, McBride et al.
(2010) investigated the role of age in a dual task environment with automation support.

They found that when the automation was incorrect, older adults demonstrated higher
dependence on the automation and rated their trust in automation higher than younger

adults. Overall, there is evidence for age-related differences in behaviour towards

automation that may go beyond perceived trustworthiness and memory decrement of the
aid’s reliability (McCarley et al. 2003). McBride et al. (2010) suggested that older adults

may need greater support to identify automation errors and may benefit from extended
practice with automation.

5. Domain experience

Understanding the effects of type of automation errors on operators with years of domain

experience compared to college students (or older adults) completing an unfamiliar
laboratory task is important because potentially different levels of dependence may exist as

a function of domain experience. Experience may affect how individuals set their
automation reliance criterion and how they gather information about the reliability of the

automation over time. For example, Riley (1996) showed that pilots were more likely to
rely on an automated aid than undergraduate students, even when the aid had proved to
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be unreliable. Riley concluded that some portion of the pilots’ experience biased them in
favour of using the automation.

Recent work has specifically investigated the differential effects of types of automation
errors with air traffic controllers with years of experience separating traffic. Wickens et al.
(2009) investigated naturalistic traffic data from en route air traffic control facilities and
found that the greater the false alarm rate in a centre, the less air traffic controllers tended
to respond; however, they did not find a relationship between conflict alert rate and less
safe separation performance (Wickens et al. 2009). This is in contrast to findings by Rovira
and Parasuraman (2010) who found with an imperfect automated conflict probe
(supporting the primary task of conflict detection) that performance declined with both
miss (25% conflicts detected) and false-alarm automation (50% conflicts detected)
conditions. Wickens et al. (2009) provides several reasons for not finding operator distrust
in automation as a result of excessive and unnecessary alerts including controllers’
perceiving some false alerts as ‘acceptable’ because of conservative algorithms (Lees and
Lee 2007), cultural differences in acceptance among centres and the relative little evidence
for the differences in performance due to types of automation imperfections when the
primary task is automated.

6. Overview of research

Research in the field of human–automation interaction has provided us with a greater
understanding of the complex relationship between system variables and human
behaviour; however, there remain a number of unanswered questions. The objective of
this research was to investigate the attributes of automation in the context of individual
differences (e.g. age and experience) between operators. As the percentage of older adults
in the US grows, it is more likely that this segment of the population will be exposed to
technology and it is unclear how they will respond to types of automation imperfections
over time. Additionally, the effects of domain experience with types of automation errors
on primary task performance are unclear; therefore, a micro-level analysis may lead to a
better understanding of how experts interact with different types of automation
imperfections across time. Therefore, we tested young adults and older adults with no
experience in operating agricultural vehicles or farming (experiment 1) as well as those who
had significant experience in this domain (experiment 2). The experimental platform is a
virtual harvesting combine. A harvesting combine is a farm machine used to harvest
different types of crops.

7. Experiment 1

Experiment 1 was designed to investigate how automation error type, distribution of
errors and age-related effects impact human–automation interaction. A multi-task
simulation environment composed of an automation-assisted obstacle detection task
and a manual tracking task was used. The key measure in this experiment was whether
participants chose to rely on the automation to detect obstacles throughout the
experiment, or whether they chose to ‘look out the window’ of the simulator, thus not
relying on the automated obstacle detection feature. The distribution of the automation
errors was varied; it was expected that the reliance behaviour of participants would change
as a result. It was also expected that participants would develop patterns of behaviour as a
function of error type. In the event of an automation miss, the operator should become less
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reliant and pay closer attention to the raw data (e.g. out the window view), resulting in
better obstacle avoidance performance. However, performance with false alarm automa-
tion should result in either a delayed response or no response to the automated alert
(Breznitz 1984).

8. Method

8.1. Participants

Sixty younger adults (aged 18–24, M¼ 19.5, SD¼ 1.6) and sixty older adults (aged 65–75,
M¼ 69.6, SD¼ 3.5) participated in this study. Younger adults outperformed older adults
in Paper Folding (Ekstrom et al. 1976), digit symbol substitution (Wechsler 1981) and
reverse digit span (Wechsler 1981), whereas older adults had significantly higher scores in
the Shipley vocabulary test (Shipley 1986). Table 1 lists small, yet insignificant differences
in general cognitive ability between the manipulated groups. The younger adults were
recruited from introductory psychology courses at the Georgia Institute of Technology
and given course credit for their participation. The older adults were paid $25 for 2 h of
participation and recruited from the Atlanta metropolitan area.

8.2. Design

Experiment 1 was a 2 (age: younger adults and older adults) � 2 (error type: false alarms
and misses) � 3 (distribution of errors: throughout, first half and second half) factorial
design. A completely between-subjects design was employed with a total of 10 participants
per 12 experimental groups. Every group was exposed to 11 automation errors (10 similar
errors and 1 exception error). The experimental session lasted 60min. The exception error
occurred after all the similar errors had occurred, at the 58th minute. In the throughout
condition, the 10 similar errors were quasi-randomly distributed within the first 57min. In
the first-half condition, errors were quasi-randomly distributed within the first 27min of
the task and the exception error occurred at minute 28. In the second-half condition, the 10
similar errors were quasi-randomly distributed between 30 and 57min, and the exception
error occurred at minute 58. The distribution of errors during the first 30min of the first-
half condition was identical to the distribution of errors during the last 30min of the
second-half condition.

8.3. Apparatus and task simulation

The experiment utilised IBM-compatible computers (3.2GHz, 4.1GB RAM) connected to
19-inch cathode-ray tube displays. Refresh rate was set at 85Hz. The input device was a
standard QWERTY keyboard. Except for the keys needed to interact with the combine
simulator, all keys were removed. The simulator was coded using Macromedia Flash
(Figure 1).

The simulator incorporated two main tasks, a collision avoidance task and a tracking
task. The collision avoidance task was supported by an ‘imperfect’ automated collision
avoidance system and the tracking task was performed manually. The simulator display
was divided into three separate windows, an outside view, a collision avoidance window
and a tracking task window. There were a total of six keys mapped onto specific functions
in the system. The up, down, left and right arrow keys were used to perform the tracking
task. The spacebar was used to view the outside window and the enter key to
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avoid obstacles. The system only allowed one key to function at a time. For example, if the
spacebar was held down to view the outside window, no other key would activate its
respective function. This functionality of the simulator provided a clear indicator of where
participants had allocated their attention.

8.3.1. Collision avoidance task

The top window represented the outside view from the perspective of an operator sitting in
the cab of an agricultural vehicle. Obstacles (deer) were visible in the outside view window.
The outside view remained hidden until the spacebar was pressed and it remained visible
until the spacebar was released. The bottom left window contained the automated collision
avoidance system. Within this window, there was an automated collision avoidance
indicator that indicated the presence of a deer by turning from white to red and generating
an ‘AVOID’ warning and remained red for 15 s. During automation false alarms, the
indicator also turned red for 15 s, but of course there was no deer in the top window. For
automation misses, a deer appeared in the top window for 15 s, but the indicator did not
turn red. During periods of correct rejection by the automation, the indicator remained
white and no objects appeared in the top window.

When a deer appeared in the top window, participants were responsible for pressing
the enter key. When the enter-key was pressed, the vehicle would automatically steer
around the deer, although there was no way to actually witness the action of steering
around the deer because pressing enter meant that the spacebar had been released, which
blocked the outside view. No more than one deer ever appeared at once. The objective of
the collision avoidance task was to complete as much of the task without penalty due to an
‘avoidance error’. Any avoidance error resulted in the loss of ‘one acre of crop’. This is a
key point in this experiment. In many systems, the consequences of false alarms and misses

Figure 1. Screenshot of simulator interface.
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do not have an equal cost. However, in this experiment, all errors associated with the
automation-aided task resulted in the same loss. Participants received immediate feedback
about all actions/inactions associated with the collision avoidance task.

In addition to immediate feedback, participants also received cumulative feedback
about their performance via the ‘acres lost to avoidance error’ counter at the bottom of the
lower left window. Any time an error was made, an acre was added in this counter.
Avoidance errors occurred as a result of the following actions/inactions:

(1) Failing to press enter within 15 s of a deer entering the vehicle’s direct path. This
scenario could occur from either ignoring a true alarm or failing to detect a deer
during a miss by the collision avoidance system. The immediate feedback as a
result of failing to press enter within 15 s of the appearance of a deer was
‘COLLISION’.

(2) Pressing enter during a false alarm by the automation. The immediate feedback for
this action was ‘COLLISION’. Participants were told that false alarms were
generated when the collision avoidance system detected an obstacle that was near
its direct path but mistook the obstacle to be in its direct path. Pressing enter
during a false alarm resulted in a collision because the vehicle unnecessarily steered
away from its path into the obstacle.

(3) Pressing enter during a correct rejection by the automation. If the vehicle was
directed off-path unnecessarily (no deer present) and no alarm from the collision
avoidance system, a message saying ‘UNNECESSARY MANUEVER, 1 ACRE
LOST’ appeared. This penalty was implemented to prevent participants from
randomly pressing enter in the absence of alarms.

If participants pressed enter within 15 s of when a deer appeared, a message saying
‘OBSTACLE AVOIDED’ was displayed. To ensure task motivation, feedback messages
appeared over the top window and remained visible for 15 s, irrespective of whether the
spacebar was pressed or not. Participants were also told that for every 15 s that the
spacebar was pressed they would lose an acre.

During the experimental session, there were a total of 240 events. Events lasted 15 s
each and were comprised of correct detections, correct rejections, false alarms and misses
by the automation. The overall reliability of the automation, calculated by dividing 11
automation errors over 240 total events, was 95.4%. Of the 240 events, 179 were correct
rejections, 50 correct detections, 10 either false alarms or misses and 1 either a false alarm
or a miss.

8.3.2. Tracking task

The tracking task was located in the bottom right window. The objective of this task was
to ensure that participants were performing well. Specifically, participants needed to
prevent the filled square from reaching the edge of the box. Any time the filled square
overlapped with any of the dashed lines, it changed from green to red. The square was
controlled with the up, down, left or right keys. The square randomly deviated from the
centre in four directions (up, down, left and right), but never in more than one direction at
a time. The time it took for the square to go from the centre of the box to the edge ranged
from 1200 to 1400ms. Once the square began to deviate from the centre, its speed was
constant. Upon movement of the square in a specific direction (e.g. up), the key pointing
to the opposite direction (e.g. down) needed to be pressed once to return it to the centre
position. Once the square returned to the centre position, a random amount of time
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ranging from 1 to 2 s elapsed before it began moving again. Participants were told that for
every 15 s, the square overlapped with the edge of the box they would lose an acre due to a
‘tracking error’. The 15 s that it took to lose an acre accrued cumulatively. Cumulative
performance feedback for this task was provided by presenting the number of acres that
had been lost because of ‘tracking error’.

8.4. Procedure

After providing consent, participants completed a demographics form followed by four
basic cognitive ability tests. These were used to ensure that there were no pre-existing
differences between the experimental groups. Next, participants received instructions and
training with the virtual harvesting combine. Participants were told that the collision
avoidance system was ‘very reliable, but not perfect’. Screenshots of the four different
states of the system (correct detections, correct rejections, false alarms and misses) were
presented and the consequences of pressing or not pressing enter for each scenario
reviewed in detail. Participants received training on the collision avoidance task for 5min
without the tracking task followed by 5min with both tasks (tracking and collision
avoidance). Participants received a short break upon completion of the training session.

The goal was to investigate operator reliance on automation; therefore, each spacebar
press per event was measured. A spacebar press represented a lack of reliance on the
automation. We defined reliance in this study as ‘willingness of the operator to accept the
advice of the automation without double-checking alternate sources of information’. Some
participants pressed two or three times to ‘make sure’ that they had correctly surveyed the
outside window; however, only the first spacebar press per event was measured. Two
subcategories were calculated: (1) sum of first spacebar presses during alarms and (2) sum
of first spacebar presses during non-alarms. Each should vary as a function of type of
automation error; the former should be reduced with an increase in false alarms indicating
a reduced response to the automated alert. Whereas with an automation miss error type,
the operator should be less reliant on the automation increasing the number of spacebar
presses during non-alarms in order to survey the outside window.

9. Results – Experiment 1

Behaviour changed over time as a function of error type and distribution of errors.
Figures 2–9 illustrate the percentage of participants who did not rely on the automation as
a function of error type and the state of the automation (alarm and non-alarm periods).
The x-axis in Figures 2–9 represents each of the 15 s 240 time bins. The y-axis represents
the percentage of participants who pressed the spacebar during each of the 240 time bins
(x-axis). For example, 30% of participants pressing the spacebar meant that 3 out of 10
pressed it.

A best fit regression line was plotted for each error type condition during the first
30min (event bins 1–120) and during the last 30min (bins 121–240) of the experiment. In
the figures that illustrate the number of participants who pressed the spacebar during
alarms, there are a total of 50 time bins in which data points are plotted (50 points for each
false alarms and misses). In the figures that illustrate the number of participants who
pressed the spacebar during non-alarms, there are a total of 180 time bins in which data
points are plotted (false alarms and misses).
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Because there were 10 participants in each experimental group, a value of 100% on the
y-axis means that 10 of 10 participants pressed the spacebar during a specific time bin.
The non-parametric Kruskal–Wallis test was used to analyse effects of error type on the
percentage of participants who relied on the automation during alarms and non-alarms.
These analyses were performed for both the first and the last 30min of the experiment.
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Figure 2. Percentage of younger adults who pressed the spacebar (y-axis) across each 15 s time bin
(x-axis) as a function of error type. Each point represents the percentage of younger adults who
pressed the spacebar during alarms in the throughout condition.
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Figure 3. Percentage of younger adults who pressed the spacebar (y-axis) across each 15 s time bin
(x-axis) as a function of error type (throughout condition). Each point represents the percentage of
younger adults who pressed the spacebar during non-alarms in the throughout condition.
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9.1. Effects of error type on reliance

Figure 2 illustrates the percentage of younger adults who pressed the spacebar

during alarms and Figure 3 during non-alarms. Both figures illustrate data from the

condition in which all the automation errors were distributed throughout the experiment.

As expected, reliance on the automation differed as a function of error type and the
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Figure 4. Percentage of younger adults who pressed the spacebar (y-axis) across each 15 s time bin
(x-axis) as a function of error type. Each point represents the percentage of younger adults who
pressed the spacebar during alarms in the first-half condition.
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Figure 5. Percentage of younger adults who pressed the spacebar (y-axis) across each 15 s time bin
(x-axis) as a function of error type. Each point represents the percentage of younger adults who
pressed the spacebar during non-alarms in the first-half condition.
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state of the automation. During alarms (Figure 2), participants in both the false-alarm and
miss conditions had similar levels of non-reliance for the first 30min of the experiment,
�2¼ 2.17, �2¼ 0.04, p4 0.05. However, during the last 30min, distinct patterns of
behaviour emerged.

Participants in the miss condition began to rely more on the automation than
participants in the false-alarm condition, �2¼ 30.16, �2¼ 0.62, p5 0.05. This difference
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Figure 6. Percentage of younger adults who pressed the spacebar (y-axis) across each 15 s time bin
(x-axis) as a function of error type. Each point represents the percentage of younger adults who
pressed the spacebar during alarms in the second-half condition.
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(x-axis) as a function of error type. Each point represents the percentage of younger adults who
pressed the spacebar during non-alarms in the second-half condition.
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suggests that after approximately 30min, most participants in the miss condition began to
adjust their behaviour in accordance to the criterion of the automation. Participants in the
miss condition realised that it was not necessary to frequently check the validity of
the alarms by pressing the spacebar to view the outside window because potential errors by
the automation up to that point had consisted of only misses and automated alarms, and
up to that point had been perfectly reliable. However, most participants in the false-alarm
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Figure 9. Percentage of older adults who pressed the spacebar (y-axis) across each 15 s time bin
(x-axis) as a function of error type. Each point represents the percentage of older adults who pressed
the spacebar during non-alarms in the throughout condition.
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Figure 8. Percentage of older adults who pressed the spacebar (y-axis) across each 15 s time bin
(x-axis) as a function of error type. Each point represents the percentage of older adults who pressed
the spacebar during alarms in the throughout condition.
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condition continued to frequently press the spacebar during alarms. Clearly, the criterion
of an automated system can have an important impact on the psychological meaning of
an alarm.

The percentage of younger adults who pressed the spacebar during non-alarms is
illustrated in Figure 3. The pattern of behaviour as a function of error type observed
during non-alarms was the opposite of the behaviour observed during alarms.
Interestingly, the different patterns of behaviour as a function of error type emerged
during the first 30min of the experiment, �2¼ 19.25, �2¼ 0.11, p5 0.05, and remained
during the last 30min, �2¼ 1108.08, �2¼ 0.60, p5 0.05.

9.2. Effects of distribution of errors on reliance

Figures 4 and 5 illustrate data from the condition in which all the automation errors were
distributed within the first half of the experiment. Figure 4 illustrates the percentage of
younger adults who relied on the automation during alarm periods and Figure 5 during
non-alarm periods. Interestingly, the pattern of data illustrated in Figure 4 closely
resembles the pattern in Figure 2 (throughout condition). During alarms, most
participants in both the false-alarm and miss conditions did not rely on the automation
during the first 30min of the experiment, �2¼ 0.70, �2¼ 0.01, p4 0.05. However, during
the last 30min, more participants in the miss condition began to rely on the automated
alarms than in the false-alarm condition, �2¼ 14.76, �2¼ 0.30, p5 0.05. Because of the
greater concentration of errors by the automation during the first half of the experiment, it
was expected that the distinct patterns of behaviour as a function of error type would have
emerged earlier than in the condition in which the errors were distributed throughout the
experiment. Instead, the different patterns did not emerge until the second half of the
experiment when the automation was perfect.

The results illustrated in Figure 4 suggest that a greater concentration of automation
errors, at least to the degree in which it was changed with the distribution of error
manipulation, does not significantly impact the effects that error types have on the reliance
behaviour during alarms. The emergence of different patterns of behaviour during the last
30min of the experiment as a function of error type does suggest that once behaviour is
altered to better match the characteristics of the automation there is a lasting effect, even
in the presence of perfect automation.

Surprisingly, the pattern of behaviour of the participants in the false-alarm condition
during the last 30min of the experiment (Figure 4) does not suggest a strong trend towards
reliance on the automation. The results of Lee and Moray (1992) and Riley (1996) show
that operators are likely to trust and rely on automation shortly after an error occurs.
However, the current results suggest this tendency towards reliance is not evident when
operators have learned through experience that the automation has a tendency to generate
false alarms and are faced with the decision to rely or not rely on automated alarms.

Figure 5 illustrates the reliance data for non-alarm periods (first-half condition). The
pattern of data observed in the first 30min of Figure 5 resembles the pattern observed in
the first 30min of Figure 3, which was the throughout condition. During the first 30min,
more participants in the false-alarm condition began to rely on the automation than in the
miss condition, �2¼ 98.87, �2¼ 0.56, p5 0.05. The similarity between the trends observed
in Figures 3 and 5 suggests that the concentration of errors did not affect the rate at which
reliance changed as a function of error type during non-alarms. However, during the last
30min, when the automation was perfect, the negative slope of the best fit line for the miss

16 J. Sanchez et al.

D
ow

nl
oa

de
d 

by
 [

U
ni

te
d 

St
at

es
 M

ili
ta

ry
 A

ca
de

m
y]

 a
t 0

5:
35

 1
2 

N
ov

em
be

r 
20

11
 



condition indicates a trend towards the recovery of trust in the automation, manifested
through reliance (Figure 5). This trend towards reliance by participants in the miss
condition provides some evidence that when transitioning from unreliable to perfect
automation, the recovery of trust is more likely to be observed first in the reliance
behaviour during non-alarms and by those who are interacting with a system laden with
misses. Even with the trend towards reliance by participants in the miss group during the
last 30min, the different patterns of reliance remained different as a function of error type,
�2¼ 109.71, �2¼ 0.61, p5 0.05.

Figure 6 illustrates the percentage of younger adults who relied on the automation
during alarm periods and Figure 7 during non-alarm periods within the second-half
condition. The first 30min graphed in Figures 6 and 7 provide an illustration of how
reliance changes across time with perfect automation. As expected, the negative slopes of
all four lines in Figures 6 and 7 indicate an increase in the percentage of participants who
relied on the automation across time. It is worth noting that while error type did not have
a significant effect on the percentage of participants who relied on alarms during the first
30min, more participants in the false-alarm condition pressed the spacebar during the first
30min during non-alarm condition, �2¼ 20.54, �2¼ 0.12, p5 0.05. This difference as a
function of error type was not expected during the first 30min, when the automation was
perfect for all groups.

9.3. Age-related effects on reliance

Figures 8 and 9 illustrate the percentage of older adults in the throughout condition,
who pressed the spacebar during alarms and during non-alarms, respectively.1

During alarms, neither the older participants in the misses nor those in the false-alarm
condition relied on the automated alarms consistently (Figure 8). During the first 30min,
there was no difference in the percentage of participants who relied on the alarms
as a function of error type, �2¼ 0.26, �2¼ 0.01, p4 0.05. However, during the last
30min, more older participants in the miss condition pressed the spacebar than in the
false-alarm condition, �2¼ 11.45, �2¼ 0.23, p5 0.05. The percentage of participants in the
false-alarm condition who pressed the spacebar during alarms in the last 30min was
consistently at or above 80% (Figure 8). Therefore, the data that show a majority of older
participants did not rely on alarms throughout the entire experiment, for both error
conditions.

During non-alarms, the older adults in the false-alarm condition relied more on the
automation than those in the miss condition within the first 30min, �2¼ 92.1, �2¼ 0.53,
p5 0.05, and within the last 30min, �2¼ 106.21, �2¼ 0.59, p5 0.05 (Figure 9). This
pattern was similar to the one observed for the younger adult group, which suggests that,
at least for non-alarms, older adults did adjust their behaviour according to the detection
criterion of the automation. Also, older adults demonstrated willingness to rely on an
automated system that had proven, at times, to be unreliable.

9.4. Tracking task performance

One of the benefits of receiving support from an automated system is that it can reduce the
workload for a specific task while freeing up cognitive and physical resources. In a multi-
task environment, these resources can be allocated to performing concurrent tasks
(Wickens and Xu 2002). Therefore, human performance in tasks without automation
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support is often an indicator of reliance on the automation. If operators trust and rely on

automation, performance on concurrent tasks should be higher than if operators have to
constantly use time and resources to verify the validity of the support provided by the

automation.
The main measure of performance for the tracking task was the ‘number of acres lost

due to tracking error’. This measure was calculated by adding the total amount of time

that the square was left on the edge of the box and dividing it by 15. Participants in the
miss conditions committed significantly more errors than participants in the false-alarm

conditions, F(1, 108)¼ 7.6, �2¼ 0.07, p5 0.05. Furthermore, older adults performed

significantly worse than younger adults, F(1, 108)¼ 63.9, �2¼ 0.37, p5 0.05.

10. Discussion – Experiment 1

10.1. Does error type affect reliance on automation?

Different patterns of reliance emerged as a function of error type. Clearly, the detection

criterion of an automated system has an impact on reliance behaviour. When the
unreliability of a system consisted primarily of automation misses, reliance behaviour was

adjusted accordingly to frequently monitor alternate sources of information while the
automation is idle (during non-alarms). However, a prevalence of automation misses led to

non-reliance on the automation during idle states, but also encouraged reliance on

automated alarms. Conversely, when the system was laden with false alarms, non-reliance
behaviour became prevalent in the presence of automated alarms. In this situation, the

appearance of an alarm became a proxy to check alternate sources of information with the
goal of validating the alarm.

The pattern of behaviour observed as a function of error type provided an important

insight into the relationship between automation reliability and human behaviour. The
goal of various research efforts has been to understand how different levels of reliability

affect trust-related behaviours, such as reliance (Parasuraman et al. 1993, Moray et al.
2000, Wiegmann et al. 2001, Sanchez et al. 2004). The results of the current investigation

showed that reliance on automation was not simply shaped by the automation’s reliability

(the percentage of errors it makes), but also by its characteristics, specifically the
prevalence of each error type. These results imply that in a system in which most

automation errors consist of false alarms, reliance on the automation is likely to be high,
as long as the automation is not generating an alarm. Conversely, when the automation is

providing support information in the form of an alarm, reliance on the automation is
likely to be low. This contrast in behaviour, which is dependent on the state of the system,

highlights the complexity of the construct of trust in automation and has important

implications.
Changes in behaviour as a result of automation errors do not appear to be random.

Instead, changes in behaviour resemble systematic responses to the characteristics of the

automation in an effort to collaborate more effectively with it. The prevalence of each type
of automation error has important effects on attention allocation. The current data also

suggest that it is critical to set realistic expectations when defining the role of operators in
any system that requires collaboration with automation. In a system in which false alarms

are prevalent, the operator may be driven to frequently check the validity of the alarms.

Therefore, operators should not be expected to attend to many other stimuli during
alarms.
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10.2. Does it matter when errors occur?

Interestingly, a higher concentration of errors in the first half of the experiment did not
lead to an earlier development of different patterns of reliance as a function of error type
as was expected. For younger and older adults, in both the first-half and throughout
conditions, the different patterns of behaviour emerged in the last 30min of the
experiment. One possible limitation is that this could be a result of fatigue or the vigilance
decrement because participants worked for 60min without any breaks. However, in the
second-half condition in which participants interacted with perfect automation for the first
30min, the different patterns of behaviour as a function of error type emerged shortly after
the appearance of errors.

The earlier emergence of different reliance patterns during the last 30min of the
second-half condition highlights the effect that familiarity with a system has on human–
automation interaction. Wickens and Xu (2002) suggested that experience with a system is
an important factor in the effects that different automation specific variables, specifically
errors by the automation, have on behaviour. The results of this investigation suggest that
when operators are allowed to build trust in an automated system, the development of
different reliance patterns as a function of error type, especially during alarms, occurs
faster than if operators are exposed to errors early in their interaction with the automation.

The effects of distribution of errors on reliance and trust observed in this investigation
further demonstrate the complex relationship between automation reliability and reliance.
Specifically, these results suggest that when investigating the relationship between
automation reliability and operator reliance, it is critical to consider when automation
errors occur. The impact of each error on objective behaviours, such as reliance, and
subjective perceptions, such as trust, depends on the amount of experience and familiarity
operators have with automation. The implication of these findings to future research
efforts in the field of human–automation interaction is that the term ‘overall reliability’ is
not sufficient to describe the effect that the error rate of the automation has on behaviour.
Perhaps, when referring to the error rate of the automation, a term such as ‘consistency of
the automation’ might be better suited than ‘reliability of the automation’. In addition to
defining the consistency of the automation, it is also critical to describe and consider how
errors are distributed throughout the experimental session.

10.3. Does age matter in human–automation interaction?

Older adults relied less on automated alarms than younger adults. However, it appears
that this age-related difference is not due to an aversion to using automation. The
reluctance to rely on the automation during alarms, relative to non-alarms suggests that
older adults have a more conservative approach (Walker et al. 1997) when dealing with a
system that has proven to be faulty at times. This conservative approach is only evident
with reliance on alarms. However, the unwillingness of older adults to rely on alarms is
considerably mitigated when they are given sufficient time and experience to build their
trust in the automation.

The different patterns of reliance as a function of age are more likely to be a product of
age-related differences in the development of appropriate trust in the automation. Because
it takes older adults longer to discern the detection criterion of the automation, it also
takes them longer to adjust their reliance behaviour. This finding is consistent with the
results of Sit and Fisk (1999), which showed that older adults take longer to modify their
biases, especially with tasks that require ‘higher-order, strategic processing’ (p. 26).
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In summary, it appears that an aversion towards technology by older adults is not the
main factor driving age-related differences in human–automation interaction. The
evidence from this investigation suggests that although it does take older adults longer
(more trials) to adjust their behaviour in accordance with the characteristics of the
automation, they eventually do adjust. Once older adults adjust their behaviour, the age-
related differences in reliance on the automation are mitigated.

11. Experiment 2

The purpose of this experiment was to investigate the effects of domain experience on
automation reliance behaviour. The key motivation for this study was to investigate the
reliance behaviour of a different population with a relevant set of experiences related to
farming.

12. Method

12.1. Participants

Twenty younger adults (aged 19–29, M¼ 23.2, SD¼ 2.9, all males) participated in this
experiment; they all had experience in operating agricultural vehicles, which included
tractors and harvesting combines (see Table 2 for demographic information). Combines
are highly automated currently; hence, the participants had experience with automation,
but not the particular automation used in this study. Participants were recruited from the
Iowa/Illinois regions and given a hat for their voluntary participation.

12.2. Materials and procedure

The materials and procedure for experiment 2 were identical to experiment 1. The only
difference was that the only manipulation in this experiment was the automation error
type: false alarms and misses. The distribution of automation errors was identical to the
throughout condition from experiment 1.

13. Results – Experiment 2

The results of this experiment were analysed as a function of error type and compared
to the younger adult population from experiment 1, specifically those in the

Table 2. Demographic and ability data for experiment 2 participants.

Age
Paper

folding taska
Shipley

vocabulary testb
Digit symbol
substitutionc

Reverse
digit spand

Mean SD Mean SD Mean SD Mean SD Mean SD

False alarms 23.5 2.6 9.3 2.1 29.1 3.1 62.8 9.8 5.8 1.5
Misses 22.8 3.3 9.5 2.0 28.5 3.0 62.5 9.6 6.7 1.3

Note: As in notes of Table 1.
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throughout condition. Again, the objective was to understand if there were any domain-
driven differences in behaviour towards automation as a function of domain-experience
and error type.

13.1. Comparisons to participants without domain experience

Figures 10 and 11 illustrate the percentage of farmers who pressed the spacebar during
alarms and during non-alarms, respectively. Figure 10 illustrates that most farmers (70%
or more) in the miss condition continued to double-check the validity of all alarms
throughout the experiment, while the younger adult non-farmers (in Experiment 1) did
rely on alerts in the miss condition. One explanation for the different patterns of reliance
on alarms as a function of agricultural experience is that farmers are accustomed to
interacting with automated systems that are generally robust, which means that the
automated systems seldom make errors, unless they are caused by a permanent
malfunction. Therefore, any error by the automation might have been perceived by the
farmers as a sign that the collision avoidance system was permanently damaged and
therefore they were less willing to rely on the automated alarms. Another factor that could
have contributed to this difference in behaviour as a function of agricultural experience is
that the perception of the cost of an error might have been inherently higher for farmers.
The collision of an agricultural vehicle with any object usually has a very high cost
associated with it. Not only is the equipment expensive, but it usually means that the
vehicle is disabled to some capacity during harvest or planting season, when time is of
the essence.

The reliance data from the non-alarm periods (Figure 11) show that different patterns
of behaviour did emerge as a function of error type, especially during the last 30min,
�2¼ 66.6, �2¼ 0.37, p5 0.05. This behaviour suggests that the farmers were willing to rely
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Figure 10. Percentage of farmers who pressed the spacebar (y-axis) across each 15 s time bin (x-axis)
as a function of error type. Each point represents the percentage of farmers who pressed the spacebar
during alarms in the throughout condition.
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on a faulty automated system during non-alarms. The results from experiment 2 are
consistent with the behaviour observed in the younger adults’ non-farmer participants
(experiment 1), where most participants were more reluctant to rely on automated alarms
than they were to rely on automation during non-alarms.

Interestingly, the slopes of both lines during the first 30min in Figure 11 (during non-
alarms) suggest a trend towards reliance by farmers in both the false-alarm and miss
conditions. This pattern towards reliance was not observed for the younger adults in
experiment 1. The trend towards reliance of non-alarms by the farmers could be a product
of prior experience. Most automated systems in agricultural vehicles have a loose criterion
setting, which means that if the system does generate an error it is more likely to be a false
alarm (A. Greer, personal communication, February, 2005). Therefore, farmers are not
used to unreliable events being in the form of automation misses, which is a possible
reason why there is a trend towards reliance during non-alarms within the first 30min of
the experiment. However, with some exposure to the system, the different patterns of
reliance became clearer (see the last 30min in Figure 11). As expected, most participants in
the false-alarm condition continued the trend towards reliance on the automation, while
those in the miss condition began to verify its validity with increased frequency.

13.2. Detection of the exception error for experiments 1 and 2

The last automation error in each experimental condition was the opposite of the rest of
the errors. The main purpose for including the exception error was to contribute to the
understanding of the effects that the prevalence of each error type have on the probability
of ‘catching’ an automation error. If reliance on the automation is affected by the
prevalence of an error type in the way in which the data of this investigation have shown,
then in the event that an uncommon automation error occurs, the probability of a collision
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Figure 11. Percentage of farmers who pressed the spacebar (y-axis) across each 15 s time bin (x-axis)
as a function of error type. Each point represents the percentage of farmers who pressed the spacebar
during non-alarms in the throughout condition.
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should be higher than if operator non-reliance behaviour was simply random. The
combined results from experiments 1 and 2 showed that 123 out of 140 participants failed
to detect the exception error by the automation, which means that only 12.1% of the
exception errors were detected and did not result in a collision. This percentage was
considerably lower than the percentage of the rest of the automation errors that were
detected (54%).

The considerably lower detection rate of the exception error, relative to the rest of the
errors, provides more evidence that behaviour is adjusted based on the criterion of the
automation. This finding has an important practical implication. Once behaviour is
changed due to the prevalence of a particular error, there is a lower probability that
operators will detect an uncommon automation error. For example, in a system in which
false alarms are prevalent, operators will likely have adjusted their behaviour such that
reliance on the automation during non-alarm periods is high. Therefore, in the event of an
automation miss, it is not likely that operators will serve an effective backup role to the
automation.

14. Discussion – Experiment 2

14.1. Does domain experience matter in human–automation interaction?

The most notable domain experience-related difference observed was the unwillingness of
most farmers to rely on the automated alarms. One explanation for this domain
experience-related difference in reliance is that there may be differences in the preconceived
meaning of an automation error by the farmers. Farmers might view any automation error
as a permanent malfunction. This difference in the way errors are perceived can lead to a
more cautious approach in the reliance on alarms. This finding highlights the importance
of prior expectations of the automation and reliance on it. It appears that there is a
negative relationship between prior expectations of the automation and perceived
reliability. As expectations of the automation are higher, any error will have a stronger
negative impact on perceived reliability.

The tendency of farmers to not rely on the automation as much as the younger adults
in experiment 1 was not consistent with the results of Riley (1996). The results of his
experiment showed that pilots, who were the experimental group with more automation
experience, were more likely to rely on faulty automation than non-pilots (college
undergraduates). Riley’s explanation for this finding was that the costs associated with
errors in the experimental task were considerably less than the costs of an error in the flight
deck. Furthermore, the automation-supported task was distinguishing letters from
numbers. Perhaps, this task did not invoke the tendencies and biases of pilots associated
with the use of automation. Given the apparent lack of ecological validity of the
experimental task, it is not surprising that pilots’ experience with automation in the flight
deck did not transfer into their interaction with the automation in the experiment.

15. General discussion

15.1. Do humans adjust optimally to automation error type?

The patterns of behaviour that emerged as a function of error type suggest that operators
adjust their behaviour in an attempt to collaborate more effectively with the automation.
In essence, behaviour is calibrated according to the capabilities and limitations of the
automation in an attempt to increase overall system performance. The identification of
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this self-adjustment in reliance makes an important contribution to the field of human–
automation interaction, specifically when attempting to determine appropriate trust/
reliance.

Appropriate trust and appropriate reliance are terms used to describe a match between
the perceived capabilities of the automation and the actual capabilities of the automation
(Lee and Moray 1994, Lee and See 2004). For example, if a collision avoidance system has
a high false alarm rate during rainy conditions, then appropriate reliance would consist of
frequently checking the validity of automated alarms when it is raining, while relying on
the automated alarms when it is not raining. The present results indicate that behaviour is
adjusted as a function of the types of errors by the automation, which suggests that
operators can and do gather information that helps them increase the instances of
appropriate reliance on the automation. This trend towards appropriate reliance indicates
that individuals are constantly trying to adjust their behaviour to achieve equilibrium
between overall system performance and workload.

15.2. The meaning of alarms

Another important finding of this investigation was the reluctance to rely on the
automation during alarms relative to non-alarm periods. For example, in the first 30min
of the experiment, younger adults (first-half and throughout conditions) were more
reluctant to rely on the automation during alarms than they were to rely on it during non-
alarms. Even in the second-half condition, where the automation was perfect for 30min,
the trend towards reliance on the automation was greater during non-alarm periods than
during alarms. This behaviour suggests that the different ways in which automation can
provide support, via alarms and non-alarms, affect the way people gather evidence about
the reliability of the automation and the manner in which they adjust their behaviour
accordingly. Presumably, because of their salience, alarms prompt an increased tendency
towards non-reliance relative to non-alarms.

16. Conclusion

A critical paradoxical problem concerning human–automation interaction across a variety
of domains is that highly reliable automation, while desirable in terms of improving overall
system performance, can negatively affect human performance (evident by poor
monitoring). Resolving this problem and facilitating successful human–automation
interaction requires ensuring that the congruency between the operator’s system
representation and the design parameters of the automation remain high. The findings
of this investigation showed that people can and do gather information about the
automation that helps them adjust their behaviour to best collaborate with it. In general,
the acquired patterns of behaviour as a function of the characteristics of the automation
indicate that people strive for optimal system performance.

Knowing the effects of specific variables on human–automation interaction can help
designers of automated systems to make predictions about human behaviour and system
performance as a function of the characteristics of the automation. For example, based on
the detection criterion of the automation, human operators are likely to develop distinct
patterns of reliance. These distinct behaviour patterns can be used to make predictions
about the allocation of attention and workload during different states of the automation.
Of course, the current findings regarding the effects of error type should not be used as the
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sole basis by which the detection criterion of an automated system is set. This decision
must be made with knowledge of other important parameters specific to any system, such
as the cost of errors.
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Note

1. The throughout condition provided a representative data set of age-related effects as a function
of error type; therefore, in the interest of space, the first-half and second-half distributions of
error conditions are not presented. The pattern of those data resembles those of the younger
adults’, with the exception that the patterns of behaviour as a function of error type took longer
to emerge.
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