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ABSTRACT 

Currently light infantry soldiers do not have access to many of their cyber resources the moment they depart 
the forward operating base (FOB). Commanders with recent combat experience have reported on the dearth 
of computing abilities once a mission is underway [17]. To address this, our group seeks to develop a tactical, 
mobile cloud implemented on a swarm of semi-autonomous robots. In this paper, we propose a pattern 
recognition approach to network vulnerability assessment applied to a tactical swarm of robots to enhance 
their strategy for surveillance coverage. Our work enhances network-enabled persistent surveillance within a 
dynamic, mobile domain via the implementation of sensor awareness concepts. 

1.0 INTRODUCTION 
 The aim of this paper is to present preliminary results obtained with a novel methodology aimed at improving 
the motion and surveillance strategies of a mobile tactical swarm of robots.  The problem of detecting, and 
maintaining target identification in realistic battlefield conditions is among the most difficult task facing the 
military today. For autonomous systems performing surveillance tasks, such as the tactical swarms described 
in this work, one of the major threats lies in the swarm’s individual robot’s lack of self-awareness. In this 
work we limit our definition self-awareness to inter-robot connectivity.  
 
The objective for the swarm then is to perform surveillance in as economical manner as possible.  This implies 
successfully combining the swarm’s goal of dispersing itself over a wide area while reducing unnecessary 
coverage duplicity at the local node level.  Depending on factors such as the local sparseness of the 
surveillance coverage, terrain complexity and other environmental impediments, the individual robots are at 
risk of losing contact with the rest of the swarm while performing their surveillance tasks. Furthermore, a 
robot may be lost accidentally, a lost caused for example by a mechanical failure or enemy action. In some 
situations, a lost can be benign to the swarm, i.e losing a robot at the external boundary of the swarm. In other 
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circumstances the lost can be catastrophic if the lost of a robot breaks the swarm into subcomponents.  
 
The general problem addressed in this paper can be casted as a Situation Analysis (SA) problem. The aim of 
SA in a decision-making process is to provide and maintain a state of situation awareness for an agent 
observing a scene. For the purpose of the presented research, situation awareness also includes self-awareness. 
A critical function in the SA process is the real-time recognition of events and situations.  More precisely, 
Situation Recognition is the action of identifying a situation to be something previously known. In the context 
of the present surveillance swarm monitoring problem, this entails swarm members automatically identifying 
situations that could pose a connectivity threat to the swarm.    
 
The proposed methodology formulates the Situation Recognition problem as a typical pattern recognition 
problem.  The solution then is a classifier designed and trained on a set of features extracted from the swarm 
network. The labels associated with the set of extracted network features are obtained from extensive 
simulations and identify vulnerable positions for robots within the swarm under various conditions. The 
resulting learned configurations are then used to obtain more robust motion and surveillance strategies. 
 

2.0 TACTICAL SWARM FOR SURVEILLANCE AND COMMUNICATION 
The authors consider a sensing coverage problem by a swarm of robots performing basic surveillance tasks for 
which each robot is responsible for maintaining acceptable global surveillance coverage for a given area even 
during network disturbances caused by the robot’s detection tasks. Hence, this robot swarm coverage problem 
is two-fold: one has to (1) maintain surveillance on a detected target of interest while (2) maintaining the 
swarm’s global coverage. Thus, the robot swarm must eventually be equipped with a strategy for recovering 
back to an equilibrium state in reaction to a perturbation. In addition, one will also require that both the 
original network structure and the robots’ motion strategies are robust enough to absorb small perturbations.   
 

2.1 Problem formalization 
First, we consider the elements of our domain. Let R={r1, …, rN} be the set of robots and C={c1, …, cM} the 
set of clients. The set C combined with their spatial location is a configuration.  We denote ρ as a robot’s 
unique communication range, which could be adjusted based on environmental demands. Next, E={e1, …, eN} 
is the set of communication links between the robots and Gc=(R, E) is the corresponding communication 
graph.  Let Nc, be the set of node coordinates. Two robots ri and rj are separated by a distance of dij and are 
connected if their distance is less than ρ. In later sections of this work, dij will denote the distance between two 
robots, two clients, or one robot and one client. We assume that (i) indirect links are possible through 
intermediate nodes acting as relays, and (ii) at least one of the nodes is connected to an external 
communication node such as a satellite or UAV.  In other words, we assume that there exists a communication 
resource capability within the network to ensure that clients’ messages are handled properly through the 
mobile cloud via an external wide range communication relay. 
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Figure 1: A tactical mobile cloud for communication coverage. The robot nodes ri are surrounded by 
light blue circle that represent their coverage. ρ is the communication range and dij is the distance 

between robot ri and rj. 

The strategy for the swarm must thus meet the objectives of (1) maintaining the global network 
connections (i.e., avoid loss of connectivity), (2) ensuring the clients’ coverage (i.e., no client is unconnected) 
and (3) maintaining a global sensing coverage (i.e., every intrusion within the network will be detected). 
The overall objective of the swarm of robots is thus threefold: 

1. Maintain the network’s connectivity; 

2. Maintain the clients’ communication coverage; 

3. Maintain an acceptable level of sensing coverage. 

These three objectives can be expressed in term of coverage as it will be detailed in Section 3.0. The initial 
state is an equilibrium state in which the three objectives above are satisfied. Given the stochastic nature of the 
clients’ move as well as of the robots’ performances, this equilibrium state may be weakened, and two major 
causes of such a weakness are: 

a) A loss of a node (robot’s failure); 

b) A loss of a link (caused by a client’s move, or an obstacle to the communication link). 

We assume that the swarm of robots has a motion strategy to recover that state of equilibrium and ensure 
the clients’ coverage, the network connectivity and the network sensing coverage. We assume that both the 
original network structure and the motion strategy are robust enough to absorb small perturbations. But what 
if these perturbations grow larger? 

In order to cope with this possible issue, we propose a methodology for network vulnerability assessment   
used as an early warning mechanism that will allow each network elements (nodes or links) to evaluate the 
consequences its own loss. The result of this assessment would then be used to modify the motion strategy. 

2.2 Motion strategies 
Each client knows its own location via a location finding device such as a GPS. We model the continuous 
behavior of clients and robots as a sequence of instances.  At each time instance, each robot evaluates the 
current position of its clients as well as the set of neighboring robots.  Based on this evaluation, each robot 
calculates the optimum position to provide coverage to clients as well as to maintain connectivity to at least 
one neighboring robot.  If both goals cannot be attained, then the priority is to maintain coverage for clients. 
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At the initial equilibrium state, the network optimally covers the set of clients (communication coverage), 
optimally covers the area under consideration (sensing coverage) and is fully connected (each client is able to 
communication with an external node relaying the communication). That means in particular that (1) each 
client is within the communication range of at least one robot (clients’ coverage) and (2) each robot is within 
the communication range of at least one other robot (network’s connectivity). 

Our robot motion strategy is based on the work in [2].  Each robot in the swarm moves according to 
spring-mass virtual physics.  In particular, the motion of the ith node in a swarm of N robots is as follows: 

 
 

(1) 
 

with i=1,..,Nr and i≠j. 
 
�̇� and �̈� are the robot’s velocity and acceleration respectfully, both based on the robot’s position vector 𝑋.  

𝑆𝑖 is the set of robot neighbors for the ith robot while 𝑙𝑖𝑗 is the length of the virtual spring between ith and jth 
robot.  The symbol 𝑙𝑖𝑗0  represents the spring’s relaxed length while �̂�𝑖𝑗 is the unit vector indicating the 
direction of the spring force.  Finally, the equation uses two constants: 𝑘𝑖𝑗 and 𝛾𝑖.  The former is the spring 
constant between robots i and j and the latter the damping coefficient with a value assumed to be greater than 
zero.   

The spring-mass model described above could create a mesh with limited expandability and thus restrict a 
swarm’s ability to cover a region adequately.  To overcome this challenge, we have implemented the inter-
node spring-mass links within the constraints of a Gabriel graph. 

In particular, a spring is formed between two robots i and j if and only if there is no k robot inside the circle 
with a diameter formed by 𝚤𝚥� [2].  More formally, consider 𝜑 that evaluates to 1 if there is a spring between 
robots i and j and 0 otherwise.  Hence, we have the following: 

 

𝜑𝑖𝑗 =  �
1 𝑖𝑓 𝑥𝑘𝚥 � ≤  𝜋/2
1 𝑖𝑓 𝑥𝑘𝚥�  >  𝜋/2

� 

(2) 
with i, j, k=1,..,Nr and i≠j and j≠k. 

 
where 𝑥𝑘𝚥�  is the interior angle formed by robots x, k and j. 
 
Given the supporting equations above, we provide the following distributed algorithm that each robot in 

the swarm follows. 
 
for each robotj neighbor of roboti do 
 while 𝑙𝑖𝑗 ≠ 𝑙𝑖𝑗0  do 
    Compute the next move from (1) subject to the constraints in (2) 
  if roboti detects a user then 
   place a spring connection between roboti and the user using (2) 
  end if 
  return �̈�, �̇� and 𝑋 
 end while 
end for 

iXiijdijlijl
iSj ijkiX  γ−
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3.0 SWARM COVERAGE OBJECTIVES 
Three objectives to be maintained by the swarm of robots rely on coverage notions. Indeed, the problem 
addressed is in essence a coverage problem involving two types of coverage:  

(1) sensing coverage, since the swarm is responsible for covering a given area and detect possible 
intruders, and  

(2) communication coverage, that can be split into:  
a. clients’ coverage, since the swarm of robots is responsible for providing communication 

coverage to the set of clients within the given area, and 
b. robots’ coverage, since the swarm is responsible for maintaining the network connectivity. 

 
We consider the following general definition of coverage which encompasses the three notions above. Let q 
be an emitter p be a point of interest of a given area. The coverage provided by q at p is: 

)(),( pqdfqpcov =      (3) 
where dpq is the distance separating p from q and f is a decreasing function. Both p and q are located in space 
and are represented by their spatial coordinates along x and y axes, e.g. (xp,yp). 

3.1 Connectivity 
As an instance of Equation (3), the network connectivity is defined as follows. We say that two robots are 
connected if they are in their respective range of communication. We define then: 

otherwise0                 
 if1),(

=
<= ciji drrcon j ρ

     (4) 

where ρc is the communication range of the robots and dij is the distance separating ri form rj. f is thus a step 
function of the distance and a value of 1 means then that a link exists between the two robots. We say then 
that the global network connectivity holds if for each pair of robots (ri,rj) there exists a path linking ri to rj: 

ErrrrrrRrrRrrRcon jmi
m

mji ∈∈∃∈∀= ),()...,,(),,(;),...,(,),( if 1)( 2111
2   (5) 

Alternative definitions could easily replace these binary definitions and define different connectedness indices 
such as the algebraic connectivity [8]. Indeed, allowing real values for the connectivity would increase our 
flexibility in the definition of vulnerable states and lead to different cost functions (see Section 4.0). 
 

3.2  Clients’ communication coverage 
For simplicity, we use a binary definition of coverage:  covered or not covered. However, this definition could 
be easily extended to other models, such as probabilistic ones.  
We define coverage provided by robot ri to client cj as 

otherwise0                 
 if1),(

=
<= cijji dcrcov ρ

     (6) 

where ρ is the communications range of ri and dij is the distance between ri and a client. The set of clients 
covered by robot ri is then given by: 

∑
=

=
M

j
crcovCrcov jii

1
),(),(      (7) 

Given the coverage definitions from the perspectives of both the client and the robot, Equation (8) describes 
the global coverage of the network relative to the set of clients. 
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3.3  Sensing coverage 
We use a more precise model for defining the sensing coverage as a distance degradation model. Hence, the 
sensing coverage provided by a robot ri at a given point of interest p is given by the following exponential 
model: 





−−
<

=
else))(exp(
 if1

),(
Rd

Rd

ip
i prcov

λ
    (9) 

where λ and β are real parameters, dip is the distance between robot ri and the point of interest p, R is the 
sensor range. Figure 2 is an example of this degradation model that will be used in the simulations of Section 
5.0. Within a range of 16 meters, the coverage (i.e., probability of detection) is assumed to be perfect while 
decreasing to reach 0 around 30 meters. 

 
Figure 2: Exponential model of detection performance degradation according to the distance 

between robot ri (represented here as a red star). 

Different notions of detection (or sensing) coverage can then be computed for each node, each 
position of interest or the whole network. Figure 3 shows a network of 100 robots and 572 
positions of interest. Each circle represents the coverage at 16 meters according to the 
exponential model described above. 
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Figure 3: A tactical mobile cloud of 100 robots for sensing coverage of 572 positions of interest. 
Robots are represented by red stars, while positions of interest are black dots. The pink circles 

represent the sensing coverage of each node at 16 meters. 

4.0 VULNERABILITY SELF-AWARENESS  
4.1 Network vulnerability 

The vulnerability V of a system S can be understood as a mapping, VS: T↦C, between an initiating threat T, 
whether intended or not, and a resulting consequence C characterized by a degree of loss [9] and related to 
system inoperability or state unreachability. Depending on how the threat uncertainty is characterized, the cost 
function may be aggregated, giving rise to an expected cost, or equivalently to a risk function [1].  
Vulnerability thus corresponds to the susceptibility of a system or to the manifestation of the inherent state of 
a system, which can be severely affected when threatened [9].  

In this paper, a mobile network vulnerable state can be defined as an instance of the network’s state that 
may evolve in time until it affects the network’s functions and the completion of its goals.  Endogenous and 
exogenous threats to the network include the robots’ inability to proceed as intended, possibly due to 
hardware-software failures or malevolent acts, electronic warfare, obstacles, or unexpected client moves that 
cause some robots to move beyond their neighbors’ communication range. A component of the network (i.e., 
edge, node, or sub-network) is classified as vulnerable when a graph connectedness-related cost associated to 
this component is above a prescribed threshold. A node is thus vulnerable if its loss (failure) leads to a break 
in the network connectivity. 
The idea to be detailed in the next section is to learn from a training dataset which nodes are susceptible to 
cause a loss of the network connectivity, depending on their structural features. 
 

4.2 Vulnerability assessment 
4.2.1  A pattern recognition approach 
These principles for network vulnerability detection described in [15] rely on pattern recognition techniques 
that leverage structural, dynamical, and functional features selected to sensitize the classifier to potential 
vulnerabilities in abnormal situations. Such an approach is expected to yield fast vulnerability prediction when 
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compared with a simulation using a first-principle-based model of the network. To determine vulnerability, 
we reason over the network using pattern recognition as we proposed in [15].  With it, we design by training a 
mapping ψ such that: 

yxx

yyG

ˆ)(       

};{:

=

→

ψ

ψ


      (10) 

where x is a representation of an element of G (e.g. a node, link or sub-graph) and ŷ is an estimate of the 
detrimental effect of that element on the network, either 1 if vulnerable or 0 otherwise.  Typically, x is a vector 
of k network features identified as relevant by feature selection pre-processing.  As discussed in Section 4.3, 
one of the crucial tasks consists in identifying the set of candidate features for the problem. 
 

4.2.2  Assigning labels for training 
Consider a sample set of possible clients configurations C0 and a corresponding robot deployment represented 
by graph G0=(R, E0).  Include also the set Nc,0 of nodes’ coordinates at time instant t0 (encoded as attributes of 
the nodes).  Various experiments are conducted by triggering the loss of a robot. The occurrence at t1 of this 
triggering event gives rise to an adaptive robot deployment (see the strategy in Section 2.2), whereby 
communication links can be either permanently lost or re-established, depending on the relative distance to 
neighboring robots.  

This hybrid dynamical system is characterized by switching time instants {t1, t2, …, tm}, where ti+1>ti.  At ti, 
the edge set jumps from Ei to Ei+1. An edge (i,j) is lost whenever the distance between robots ri and rj is 
greater than the communication range.  It is assumed that the node set R remains invariant whether or not a 
robot is able to operate. The final time instant tm is defined by the absence of any future triggering events such 
as a robot failure or a client move. 
 

4.2.3 Feature extraction 
Among the four network feature categories that have been proposed in [15] (structural, dynamic, complex and 
functional), we consider here mainly the structural features plus some functional features.  Structural features 
pertain to the structural properties of a labeled, weighted graph and include centrality, similarity connectivity, 
shortest path metrics, clustering coefficient, spectral properties, vertex coreness, graph density, average 
nearest neighbor degree, among others [4]. 

The group of functional features represent functional information on key components of the network and in 
our application includes the notions of coverage introduced in Section 3.0.  
 

 

 

Number of clients covered 
Vertex betweenness  
Degree  
Closeness  
Alpha centrality  
Eigenvector centrality  
Page rank  
Average nearest neighbor degree  
Graph strength  
Transitivity  
Kleinberg’s authority score  
Graph coreness 
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Table 1.1: Training dataset with m features and r 
samples. xj

i is the feature j extracted from sample i. 
yi is the label (ground truth) of sample i. A sample 
is a node, and its possible labels are Vulnerable or 
Non-vulnerable. 

Table 1.2: List of features extracted from 
each node and used to estimate its 
vulnerability. 

Table 1: Features and corresponding labels obtained from an experiment.  

4.3 Awareness 
The notion of awareness considered in this work is derived from the concept resource-bounded awareness first 
presented in [10] and developed in [11]. Intuitively, awareness is an epistemic state, close to knowledge, 
referring to a limited view and a limited capacity of the agents to reach a perfect state of knowledge, the one 
that would be reached by perfect logically omniscient reasoners. When defining situational awareness, one 
must consider the concepts of attention, vigilance, intelligence and stress within the context of resource-
bounded agents.   
 

 
Figure 3: Awareness, implicit and explicit knowledge [10]. 

Therefore, we adopt the following definition of awareness: “an agent is aware of a proposition y if it can 
compute the truth value of y given its resources”.  The vulnerability awareness of one robot ri 1 is thus directly 
linked to its ability to come with an answer the question y =“Am I vulnerable?” by means of an algorithm (i.e., 
a classifier, as detailed in Section 4.2) given the limited resources available to the agent using this algorithm 
(power, memory, computation, move, etc).  Particularly challenging is the feature selection process knowing 
that (1) the more features being used, the higher the computation and memory costs will be; and that (2) some 
feature may require a complete map of the swarm involving higher memory needs while other may be 
evaluated locally. 
 
 

 
n: the number of vertices to calculate 
M: the number of vertices in the graph 
N: the number of edges in the graph 

Table 2: Some structural features and their computational complexity [4]. 

                                                      
1 This is a local definition but a global definition would concern a central instance having access to the global swarm’s state. 

Features Space Time Required 
information 

Vertex betweenness O(M) O(M N) Global 
Degree O(n) O(n) Local 

Eigenvector centrality O(M) O(M) Global 
Kleinberg’s authority score O(M) O(M) Global 

Average shortest path per node O(M 2) O(M N logN+M) Global 
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Table 2 lists some features together with their computational complexity. They can be qualified as local or 
global if their computation requires the knowledge of the node information alone (i.e., number of edges of this 
node) or the knowledge of the whole network. Clearly, a global feature requires more memory, and a complex 
feature requires more computation time to be extracted. Given their limited resources, the robots may not be 
aware of their vulnerability in the case that the computation time or memory required is higher than the 
allowed resources. The challenge is then to select the optimal subset of features together with the 
classification algorithm so that the robots are aware at any time of their vulnerability and possibly reorganize 
for improved robustness. 

5.0 EXPERIMENTS  
5.1 System description 
5.1.1 Hardware description 

The authors have access to real world robots that will allow them to implement the proposed design. The 
platform used is built on the iRobot Create [26] with a VIA Artigo Pico-ITX [27] computer mounted on top.  
The Pico processor is connected to the robot platform with a serial cable. The computer is capable of sending 
commands to and receives sensor readings from the robot platform by using the iRobot Create’s Open 
Interface (OI). In the cargo bay of the robot,   a battery is used to provide power for the computer. 

5.1.2 Sensor description 

The sensors on the iRobot Create provide us with odometry and collision detection. We use the USB 
ports on the Artigo computer to provide additional sensors which include a Logitech QuickCam Orbit AF 
camera [28], a Hokuyo URG-LX04 laser range finder [29], and an Alfa Network 802.11 b/g/n Wireless USB 
adapter [30]. The camera is used to provide vision but due to our limited processing power it is primarily used 
for blob detection. The laser range finder can be used for mapping, localization, and obstacle avoidance. The 
wireless adapter not only provides a means of communication but also allows us to determine the strength and 
quality of the signal coming from the other robots in the swarm. 
 

 
Figure 4: Robot node implemented with an iRobot Create. 

5.1.2 Operating system description 

The Artigo computer runs a Linux based operating system and each robot creates an ad-hoc connection to 
all other robots that are in range. We are also using the Robotics Operating System (ROS) [31] for hardware 
abstraction, device drivers, and to provide support for a publish-subscribe architecture. An added benefit of 
using ROS is that it provides us with the capability of quickly adding abilities like path planning or self-
localization and mapping (SLAM). 
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5.2 Simulation results 
In this section, we provide some results obtained through simulations. We randomly generated a series of 

100 swarms of robots designed to cover a set of clients which positions are also randomly generated. Figure 5 
shows such a network. 

 
Figure 5: A tactical mobile cloud of 100 robots for communication coverage of 100 clients. Robots 

are represented by red stars, while clients are blue circles. The communication connection between 
two robots is represented by black lines. 

First, each node of each network is labeled as vulnerable or non-vulnerable. For these experiments, a node is 
vulnerable if its removal breaks the network connectivity. Then, features are extracted for each node, leading 
to a table of features as described in Table 2. Besides the 11 structural features, a coverage feature is 
computed which is the number of clients covered by each robot.  

A classifier is then trained to recognize vulnerable and thus predict vulnerabilities. We obtained a 69,7% 
recognition rate with a nearest mean classifier over a cross-validation error estimation with 5 folds and 10 
repetitions. These preliminary results show that we are able to predict vulnerabilties within tactical swarms.  

 

6.0 CONCLUSIONS AND FUTURE WORK 
In this paper, we proposed a pattern recognition approach to network vulnerability assessment applied to a 
tactical swarm of robots to enhance their strategy for surveillance coverage. Each node of the tactical swarm is 
assigned a classifier which allows it to self-evaluate its vulnerability within the network based on structural 
features. Its awareness is linked to its limited resources in memory, computation time and power. We obtained 
encouraging results on the classification rate. The implementation proposed in this paper is a proof of concept 
that could be used on current and future systems by creating a swarm from a heterogeneous group of robots.  
This group could consist of a mixture of airborne robots such as unmanned airships like the Long Endurance 
Multi-Intelligence Vehicle (LEMV) [16] combined with ground robots such as the Small Unmanned Ground 
Vehicle (SUGV) [17] all acting autonomously to maintain network connectivity.  
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