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Presenter
Presentation Notes
Good afternoon.  Before I start, I would like to note that this work is the result of a collaboration between the Network Science Center at West Point and a team from the Canadian Research and Development Center in Valcartier, Quebec.  

We are in the primary stages and decided to take advantage of this venue to share our initial results and ideas for future work with the hope of benefiting from some of your feedback. 



Agenda 

• Problem/Objective 
• Background 
• System Architecture 
• Vulnerability Recognition 
• Future work 

Presenter
Presentation Notes
This is what I hope to cover with you today.



Problem 
• Currently, 

dismounted soldiers 
have access to an 
abundance of cyber 
resources while in 
the forward 
operating base 
(FOB). 

• Once they leave FOB, 
though, access to 
cyber resources is 
limited. 

[http://en.wikipedia.org/wiki/File:Flickr_-_The_U.S._Army_-_Security_patrol.jpg] 

Presenter
Presentation Notes
One of the many benefits of working at West Point is that each year we welcome new faculty to the academy.  Most of them have recent experience either in Iraq or Afghanistan.   I have learned from conversations with some of them that their access to cyber resources is quite robust when they are with their forward operating base (or FOB). However, for dismounted (foot) infantry soldiers, once they leave the FOB, these resources are very limited.

By cyber resources, I mean the combination of computing and networking capabilities. 



Objective 

• Develop a 
capability to 
enables soldiers 
to have access to 
all their cyber 
resources while 
on dismounted 
missions 

[http://en.wikipedia.org/wiki/File:Afghanistan__American_Soldiers_FOB_Baylough.jpg] 
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Presentation Notes
Our goal is to bring these cyber resources to the “tip of the spear”.  We want to provide companies, platoons and squads to access to the same resources that they find in the FOB.  

Before discussing our approach, I think it prudent that to explain how we go here today.

http://www.popularmilitary.com/militarynews/news1222.htm



FVI components 

Need to Share extension to Bell-Lapadula 

Adaptive, cloud-
based  
communications 
architecture 

Formal result 

Computable  
model 
of  CDR’s  
intent 

Discrete valuing 
of information 

Presenter
Presentation Notes
For the last 3 years, I have been working with a team from West Point on a project named Flowing Valued Information.  Its goal is to enhance the commander’s ability to accomplish his or her mission by intelligently moving information around the battlefield based on the commander’s intent.  This is a very big problem that has many interesting, implied tasks.

Our approach consists of 3 components.  The computable model of the commander’s intent used to help define mission success.  This is supported by a discrete valuing of information.   And the base of the entire system is an adaptive, cloud-based communications architecture.  

Of the 3 components, the first 2 are long-term and probably be research topics for my grandchildren.  But we felt it worthwhile to start, nevertheless.  We decided to work from the bottom up, first focusing on the adaptive communications architecture.  

We began with a formal result that extended the Bell-Lapadula security protocol.  In short, we proved that a ‘need-to-know”  security model (the original Bell-Lapadula policy) could securing coexist with a ‘need-to-share’ model.  

This was a critical step for implementing a communication architecture adaptive enough to support the FVI architecture.  




NTS  
nodes 

NTS  
Cloud 

Separate networks 

Presenter
Presentation Notes
The FVI-NTS is an implementation of our initial formal result.  It is designed to share discrete information between disparate networks in an ad-hoc environment.  A representative example is a Humanitarian Assistance-Disaster Relief (HADR)  event in which the US Army deploys to support.  Often US forces need to communicate with non-governmental organizations (NGO’s) such as the Red Cross or Doctors without Borders.  FVI-NTS provides way for these organizations to securing share information even over security boundaries. 



Network Edge 
 Device 

Robot  
Swarm 

The Android sends 
information to an FVI Node 

ROS 
Core 

FVI Swarm  
Architecture 
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The previous presentation by the West Point cadets is a ‘proof-of-concept’ where the Android phone and Robot Swarm represented a node on the FVI-NTS cloud.  Information (such as images) passed from a robot in the swarm to the Android can be securely shared with a coalition partner over an ad-hoc network via the FVI-NTS cloud.



Mobile, Tactical Cloud Concept 
• Instead of acting as an edge 

device on the NTS 
communications cloud, 
computing robots become 
the cloud 

• Implement cloud 
functionality to on-board 
processors 

• How can we make an 
infantry soldier more 
effective with a cloud at his 
disposal? 
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Presentation Notes
As the cadets were working on their implementation, we reflected on the possibility changing the role of the swarm of robots.  We considered the fact that each robot is actually carrying a relatively power computer onboard.  Additionally, each robot maintained a network connection with other members of the swarm.  Given this environment, we wondered what could be accomplished if the swarm of robots became the cloud?  You would then have a cloud capability that was mobile.  As with the FVI architecture, this system introduced many, sometimes subtle, research questions.  

Assuming that this mobile cloud would be used to support a dismounted, tactical unit such as an infantry platoon, identifying  network vulnerabilities within the swarm was very important.  This led us to our collaboration partner.



PREVU (DRDC project) 
Prediction and REcognition of VUlnerabilities in Very Large 
Socio-Technical Complex Networks 

i. Extract the local and global structural characteristics 
of evolving complex networks 

ii. Deliver on-demand feature selection models to 
select the most efficient characteristics 

iii. Model the relationship between the local and global 
structural characteristics with past failures and 
catastrophic events 

iv. Detect on-line initiating and triggering events that 
could lead to the catastrophic failure sequences 

[Maupin, P. 2009] 
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Presentation Notes
The team at Defense R&D  Canada have done work on network vulnerability prediction and detection using pattern analysis.  

It consists of representing the key aspects of a network via feature extraction, the selection of the best features that have the greatest impact on the network and the identification of the links between the key feature set and the labels that identify the current state of the network.  This generalization is obtained via pattern analysis on a set of data.

Representation – extraction of features
Adaptation  - selection/transformation of best features based on external knowledge or experience
Generalization – Classifier – relationship between features and labels – what you learn through your pattern recognition
Evaluation – how the model performs



System Architecture 

Robots need to: 
1. Maintain clients’ coverage 
2. Maintain connectivity in the 

mobile communications 
architecture 
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Presentation Notes
On the system level, you have a set of robots (shown in black) that create communications network.  There are also the ‘clients’ who represent the infantry platoon members that are moving by foot.  The robots need to maintain coverage for the clients in their area as well as maintain connectivity with other robots around them. 



System Architecture 
• R={r1, …, rN}  
• C={c1, …, cM}  
• E={e1, …, eK} 
• Gc=(R, E) 
• P={p1, …, pL}  
• Q={q1, …, qJ}  
• GN=(P, Q) 

 

• Set of robots 
• Set of clients 
• Set of communication links 
• Communications graph 
• Set of possible positions 
• Set of possible paths 
• Navigation graph (discrete 

environment) 
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Given these various sets of elements in the environment, we should more formally define our system.  We have 2 graphs, a communications and a navigation graph.  The communications graph is maintained by the robots.  It includes the set of robots and the set of links of between the robots.  Note that although the clients are part of the environment, they aren’t directly considered in the global  communications architecture.  Instead, they are considered on a local level be the robot that is providing coverage.

The continuous repositioning of the robots to maintain the communications links as the platoon moves is formally represented by the navigation graph.  It consists of the set of possible positions and possible paths.




Detecting vulnerable nodes 

• Vulnerability: an instance of the network’s state that may 
evolve in time until it affects the network’s functions and the 
completion of its goals. 

• Causes of weakness:  
– A robot’s failure (loss of a node) 
– A loss of a link (caused by a client’s move, or an obstacle to 

the communication link) 
• Cascading event: Loss of network connectivity, beyond the 

robustness of the adaptive motion strategy. 

Presenter
Presentation Notes
Since I’ve mentioned vulnerability a few times during this presentation, we should provide a definition.  Our objective is to avoid a catastrophic event in the network.   A vulnerability is a network state in which negatively affects the network function.  This could be a temporary loss of communications between robot links.  If not corrected, this could lead to a catastrophic event prevents mission accomplishment.  An example of this is a network failure that is beyond the adaptability of the robot motion strategy.  



Time-evolving of robot network 

(a)(a) (b)(b) (c)(c)

(d)(d)
(e)(e)

Initial optimal robot deployment. 

Client 

Robot 

The destruction of a robot entails 
the loss of two communication 
links. 

Robots are deployed adaptively 
to ensure optimal coverage of 
the area despite the loss of a 
robot; one link is recovered. 

The environment evolves in time and in space; Since coverage 
is prioritized, robots adaptive deployment results in a 
communication graph with two active links. 

Disabled robot 
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As a more visual example, consider this robot network.  The red stars represent a functioning robot.  Black stars represent a disabled robot while the blue dot represents a client.  

Network  -a- represents a fully functioning network.  If a robot is destroyed (as shown in –b-) the remaining robots can redeploy adaptively to maintain both client coverage and inter-robot connectivity.  However, as more robots are disabled  (in –d- and –e-) we arrive at a point were the robot network is unable to adaptively provide the needed coverage.  T



Future Work 

• Develop robot movement strategy 
• Vulnerability response 

Presenter
Presentation Notes
In this presentation, we have focused on the formalization and vulnerability detection aspects for the mobile, tactical cloud.   There is still much work to be done.  

We are currently investigating robot movement strategies based on game-theoretic algorithms.  We then plan to apply these strategies to responding to vulnerability notifications.



Questions 
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